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ABSTRACT

We investigate the use of naive Bayesian classifiers for multinomial feature spaces and derive error estimates for these classifiers. The error analysis is done by developing a mathematical model to estimate the probability density functions for all multinomial likelihood functions describing different classes. We also develop a simplified method to account for the correlation between multinomial variables. With accurate estimates for the distributions of all the likelihood functions, we are able to calculate classification error estimates for any such multinomial likelihood classifier. This error estimate can be used for feature selection, since it is easy to predict the effect that different features have on the error rate performance.
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1 INTRODUCTION

Recent years have seen a resurgence in the use of naive Bayesian (NB) classifiers [1, 4]. These classifiers, which assume that all features are statistically independent, are particularly useful in high-dimensional feature spaces (where it is practically infeasible to estimate the correlations between features). Their newfound popularity stems from their use in tasks such as text processing, where such high-dimensional feature spaces arise very naturally. Consider, for example, a task such as text classification, where a natural feature set is the occurrence counts of the distinct words in a document. In this case, the number of dimensions equals the size of the dictionary, which typically contains tens of thousands of entries. Similarly, in text-based language identification [1], n-gram frequency counts are frequently used for test vectors (where an n-gram is a sequence of n consecutive letters). High accuracies are achieved by using large values of n, thus creating feature spaces with millions of dimensions.

The practical popularity of NB classifiers has not been matched by a similar growth in theoretical understanding. Issues such as feature selection, compensation for training-set sparsity and expected learning curves are not well understood for even the simplest cases. In the present contribution we therefore develop a theoretical model for the specific case of frequency counts, which can be used to address some of these issues.

To be precise, we assume that each feature has a fixed class-conditional probability of occurring, but only one feature can occur in any given observation; these observations are repeated n times to create a feature vector. This is known as a Bernoulli process [5]; for any given vector, m Bernoulli trials are drawn, and each feature contains the frequency of occurrence of the corresponding entity. If all samples are drawn independently, the class-conditional density functions take on a multinomial distribution [3].

We are mainly interested in developing a class separability measure that can be used for feature selection. This separability measure will be in the form of an error estimate for the appropriate classifier. After developing this separability measure, a search algorithm can be used for feature selection. Some examples of search algorithms are the Branch and Bound procedure (if we assume that features cannot make negative contributions to error – a possibly inaccurate assumption), Sequential forward selection and Plus 1 take away r selection [5]. Other search methods such as the Best individual N method may not be useful since, as we will show later on, the different features are correlated.

The class separability measure that we will use assumes that features are generated from a multinomial distribution with known feature probabilities. It then estimates a distribution for the likelihood function of each class. By observing the overlap of these probability functions, we can calculate an estimate on the error rate of the given classifier.

There are many different ways in which we could
approximate the likelihood function. One approach is to note that all features are individually binomial.

Then, if we apply the naive Bayesian philosophy and define the likelihood function as the product of all binomial features, we get the likelihood function of class $c_r$

$$ p(\vec{x}|c_r) = \prod_{d=1}^{D} \frac{m!}{x_d!(m-x_d)!} p_{d|c_r}^{x_d} (1-p_{d|c_r})^{m-x_d} \quad (1) $$

where $\vec{x}$ is the input vector, $x_d$ is the frequency count for feature $d$, $m$ is the number of Bernoulli trials done, $p_{d|c_r}$ is the probability of feature $d$ occurring in a Bernoulli trial for class $c_r$ and $q_{d|c_r} = 1 - p_{d|c_r}$.

The advantage of using eq. (1) is that features are easily added to or deleted from a given set by including or excluding the relevant terms in the product. Further, for a given input vector, the factors $m!$, $x_d!$ and $(m-x_d)!$ remain constant over all classes. Therefore they do not contribute to the error rate of the classifier and may be omitted from the analysis. Therefore we define the modified log likelihood as

$$ L(\vec{x}|c_r) = \sum_{d=1}^{D} \log(p_{d|c_r}) + (m-x_d) \log(q_{d|c_r}) \quad (2) $$

It is clear from eq. (2) that the distribution of $L(\vec{x}|c_r)$ is a linear combination of the binomial elements $x_d$. If we assume that all $x_d$ are uncorrelated, we can use the central limit theorem [2] to deduce that $L(\vec{x}|c_r)$ is approximately Gaussian. In this way, we can calculate a modified log likelihood distribution for all classes and calculate the overlap to estimate the error performance of the classifier. Unfortunately, we will see that it is a poor assumption that all $x_d$ are uncorrelated, because $\sum x_d$ is constrained to equal $m$.

The technique that we will use for error analysis in this paper therefore uses the full multinomial distribution, rather than a product of binomial distributions, and thus accounts for the correlation between the $x_d$.

It should also be noticed that even though correlation is accounted for, the different Bernoulli trials are still assumed to be independent.

2 MULTINOMIAL LIKELIHOOD DISTRIBUTION ESTIMATION

Let us assume that we have a collection of $D$ features and that a test sample consists of $m$ independent Bernoulli trials, where each feature has a probability of $p_{d|c_r}$ and $\sum_{d=1}^{D} p_{d|c_r} = 1$ for a class $c_r$. Let the frequencies of each feature (over $m$ trials) represent a $D$-dimensional feature space. Assuming that all test samples are independent and that all Bernoulli trials are independent, we can calculate the likelihood of any given test vector, given class $c_r$.

$$ p(\vec{x}|c_r) = \frac{m!}{x_1!x_2!...x_D!} p_{d|c_r}^{x_1} p_{d|c_r}^{x_2} ... p_{d|c_r}^{x_D} \quad (3) $$

Notice that the factors $m!$ and $x_d!$ are common to all class likelihood functions for any input vector. Therefore we can ignore these factors and define the modified log likelihood as

$$ L(\vec{x}|c_r) = \sum_{d=1}^{D} \alpha_{d|c_r} x_d \quad (4) $$

where $\alpha_{d|c_r} = \log(p_{d|c_r})$.

Next, we wish to calculate the distribution of this likelihood function given that $\vec{x}$ is sampled from class $c_r$. Therefore, the probability density function that we wish to estimate is $p(L(\vec{x}|c_r)|c_r)$.

It is clear that $L(\vec{x}|c_r)$ represents a linear combination of multinomial variables that are correlated. It can be shown experimentally (see section 4.1) that $L(\vec{x}|c_r)$ is approximately Gaussian for high $D$. For a theoretical treatment on the central limit theorem for linear combinations of correlated multinomial variables, refer to [2]. If we assume a Gaussian distribution and estimate the mean and variance of $p(L(\vec{x}|c_r)|c_r)$, we have an estimate for the overall distribution. Therefore we can use the overlap between different likelihood distributions and use it as a separability measure. By taking the expectation of this expression, we find that the mean and variance of the modified class log likelihood functions are

$$ \mu = E[L(\vec{x}|c_r)] \quad (5) $$

$$ \sigma^2 = E[(L(\vec{x}|c_r) - \mu)^2] \quad (6) $$

where all expected values are calculated from the multinomial distribution of class $c_r$.

The mean of $L(\vec{x}|c_r)$ is therefore given by

$$ \mu = E[\sum_{d=1}^{D} \alpha_{d|c_r} x_d] = m \sum_{d=1}^{D} \alpha_{d|c_r} p_{d|c_r} \quad (7) $$

It is therefore straightforward to calculate the mean of all likelihood functions in $O(D)$ calculations.

Unfortunately, it is not straightforward to calculate the variance of the likelihood function, since the variables over all dimensions are correlated. Below, we will show an easy way to compensate for the correlation; however, we first derive the estimate that arises when feature correlations are neglected, and also the exact expression.

2.1 Variance without correlation

If we assume that all variables $x_d$ are uncorrelated, we can calculate the variance of $L(\vec{x}|c_r)$ as

$$ \sigma^2 = Var[\sum_{d=1}^{D} \alpha_{d|c_r} x_d] $$

$$ = \sum_{d=1}^{D} \alpha_{d|c_r} ^2 Var(x_d) $$

$$ = m \sum_{d=1}^{D} p_{d|c_r} \delta_{d|c_r} \alpha_{d|c_r} ^2 \quad (8) $$

where $\alpha_{d|c_r} ^2$ represents the uncorrelated variance. This equation shows that $\sigma^2$ can be calculated in $O(D)$ computations.
2.2 Variance with correlation

Let us now calculate the complete equation for the variance of $L(\bar{z}|c_t)$ that takes all correlation into consideration. From the definition of variance, we can write

$$\sigma^2 = E[(\sum_{d=1}^{D} \alpha_d x_d)^2] - E^2[(\sum_{d=1}^{D} \alpha_d x_d)]$$

From this equation we can rewrite the variance in terms of the multinomial covariance matrix $\Sigma$:

$$\sigma^2 = \bar{\alpha}^T \Sigma \bar{\alpha}$$

where $\bar{\alpha}^T = [\alpha_1, \alpha_2, ..., \alpha_D]$. The diagonal elements of $\Sigma$ are $\sigma_{dd} = \alpha_d \mu_d$, and the off-diagonal elements represent the covariance terms $\sigma_{de} = -\alpha_d \mu_e \mu_d$.

We can also rewrite eq. (10) in terms of the uncorrelated variance as follow:

$$\sigma^2 = s^2 - m \sum_{d \neq e} \sigma_{de} \mu_d \mu_e$$

From this equation, it is clear that $\sigma^2$ can be calculated in $O(D^2)$, which is computationally expensive when $D$ is large (which is often the case). In the next section we will show a different way to estimate the correlated variance accurately in $O(D)$ calculations, which is useful for very large values of $D$.

2.3 Compensating for correlation

It is not surprising (see results) that the uncorrelated assumption gives inaccurate results, since the features are constrained to sum to a constant value. We now propose a method of compensation to correct for the constraint violation that arises from assuming uncorrelated variables. When assuming that all variables are uncorrelated, we treat each variable as an independent binomial variable. In the multinomial case, we know that $\sum x_d = m$. Therefore, the technique of compensation will calculate $\sum x_d = m + \Delta m$ for the uncorrelated assumption and add or subtract the necessary $\Delta m$ to compensate.

We can express eq. (4) as

$$L(\bar{z}|c_t) = \sum_{d=1}^{D} L_d(x_d|c_t)$$

where $L_d(x_d|c_t) = \alpha_d x_d$. Now, if we add any compensation value $\Delta m_d$ to $x_d$, we get

$$L_d(x_d + \Delta m_d|c_t) = L_d(x_d|c_t) + \Delta m_d$$

The true variance (with all correlations considered) can also be expressed as

$$\sigma^2 = E[(\sum_{d=1}^{D} L_d(x_d|c_t) - \mu)^2]$$

From eq. (14) we can also write an approximate expression for the true variance $\sigma^2_{\Delta m}$ when $\sum x_d = m + \Delta m$:

$$\sigma^2_{\Delta m} = E[(\sum_{d=1}^{D} L_d(x_d|c_t) + \Delta m \sum_{d=1}^{D} \alpha_d x_d - \mu)^2]$$

where we used eq. (13) and made the approximation $\Delta m_d = \Delta m \alpha_d$. By expanding the square in eq. (15) we obtain

$$\sigma^2_{\Delta m} = \sigma^2 + \Delta^2 m \sum_{d=1}^{D} \alpha_d ^2$$

Next, the uncorrelated variance $\sigma^2$ generates $\sum x_d = m + \Delta m$ with a distribution mean and variance for $\Delta m = \sum x_d - m$ given by

$$\text{Mean}(\Delta m) = m \sum_{d=1}^{D} \mu_d \mu_e - m = 0$$

$$\text{Var}(\Delta m) = m \sum_{d=1}^{D} \mu_d \mu_e$$

The uncorrelated variance $\sigma^2$ can be expressed in terms of $\sigma^2_{\Delta m}$ by summing over the probability mass function of $\Delta m$:

$$\sigma^2 = \sum_{\Delta m} \sigma^2_{\Delta m} p(\Delta m)$$

Combining eq. (16) and (18) we get

$$\sigma^2 = \sigma^2 + (\sum_{d=1}^{D} \alpha_d \mu_d)^2 \sum_{\Delta m} \Delta^2 m p(\Delta m)$$

and we notice that:

$$\sum_{\Delta m} \Delta^2 m p(\Delta m) = \text{Var}(\Delta m) = m \sum_{d=1}^{D} \mu_d \mu_e$$

Therefore, the true variance is expressed in terms of the uncorrelated variance as

$$\sigma^2 = \sigma^2 - m (\sum_{d=1}^{D} \alpha_d \mu_d)^2 (\sum_{d=1}^{D} \mu_d \mu_e)$$

Notice the similarities between eq. (11) and (21) and also that eq. (21) can be calculated in $O(D)$ computations.

As we will see below, experimental evidence shows that eq. (21) is accurate for values of $m \mu_d$ not too high. This is a reasonable condition for high dimensional applications such as text-based language identification.

2.4 Adding and removing features

Since we are interested in feature selection, we need a mechanism to add and remove features from the analysis. All the derivations thus far (eq. (3) to (21)) assume that all features are accounted for.
The solution to the problem is simple. We simply define a frequency feature \( x_C \) that represents the sum of all frequency counts that are removed from the analysis. Therefore we define the following parameters:

\[
\begin{align*}
\Pr_C &= 1 - \sum_{d \in C} \Pr_{dc} \\
\Pr_R &= 1 - \sum_{d \in C} \Pr_{dc} \\
x_R &= m - \sum_{d \in C} x_d \\
\alpha_{Rd} &= \log p_{Rd}
\end{align*}
\]

where \( C \) is the subset of all features that are included in the analysis.

The analysis is practically the same as above, except for the fact that \( \Pr_{Rd} \) can grow large, depending on how many features are used, and eq. (21) might be inaccurate. Therefore we need to take correlation into consideration between features \( d \in C \) and \( R \).

Eq. (23), (24) and (25) are the new formulas that are equivalent to eq. (4), (7) and (8) respectively:

\[
\begin{align*}
L_i(c_j) &= \sum_{d \in C} (\alpha_{Rd} x_d) + \alpha_{Rd} x_R \\
\mu &= m \sum_{d \in C} \Pr_{dc} \alpha_{Rd} + m p_{Rd} \alpha_{Rd} \\
\sigma^2 &= m \sum_{d \in C} (\Pr_{dc} \alpha_{Rd} - 2 \Pr_{dc} \Pr_{Rd} \alpha_{Rd} + m \Pr_{dc} \Pr_{Rd} \alpha_{Rd})
\end{align*}
\]

Notice that eq. (23) to (25) can all be calculated in \( O(D_C) \) calculations, where \( D_C \) is the number of features considered (length of subset \( C \)). It is also important to notice that \( \sigma^2 \) ignores all correlation between features in subset \( C \) but takes all the correlation into consideration with feature \( R \). We can therefore use a modified version of eq. (21) to include all correlation. The new version of eq. (21) can be expressed as

\[
\sigma^2 = \sigma^2 = m \sum_{d \in C} (\Pr_{dc} \alpha_{Rd} - 2 \Pr_{dc} \Pr_{Rd} \alpha_{Rd} + m \Pr_{dc} \Pr_{Rd} \alpha_{Rd})
\]

Eq. (26) can also be calculated in \( O(D_C) \) computations.

3 ERROR ESTIMATION FROM LIKELIHOOD DISTRIBUTIONS

Now that we have a Gaussian model with mean and variance estimates for all the likelihood functions, we are in a position to calculate an error rate estimate for all the different classes. If we use the likelihood classifier for discrimination, the optimal class choice (for minimum error) is given by [5]:

\[
\epsilon = \max_{i=1,...,C} L_i + \log(p_i),
\]

where \( L_i = L_i(c_i) \) and \( p_i = p(c_i) \) is the prior probability of class \( c_i \).

The probability of detecting class \( i \), when the real class is \( j \), is:

\[
p_{ij} = p(c = i | c_j)
\]

We can combine eq. (27) and (28) to get:

\[
p_{ij} = p((L_{i1} + \log(p_i) \geq L_{j1} + \log(p_j)) \cap (L_{i2} + \log(p_i) \geq L_{j2} + \log(p_j)) \cap \ldots)
\]

In addition, we can assume independence between all comparisons to get a pessimistic estimate:

\[
p_{ij} = \prod_{k=1}^C p_{ikj}
\]

where

\[
p_{ikj} = p((L_{i1} \geq T_{ik}) | c_j)
\]

where \( L_{ik} = L_i - L_k \) and \( T_{ik} = \log(p_k) - \log(p_i) \). Notice that \( p_{ikj} = 1 \) for \( i = k \). Finally, for a binary (two class) classifier, the expression in eq. (30) is exact.

In the previous section we estimated the probability density function of \( L_i \) for \( i = 1, 2, \ldots, C \), which we can use to find an estimate for \( p_{ijkl} \). In order to do this we need a distribution estimate for

\[
L_{ik} = L_i - L_k = \sum_{d=1}^D (a_{di} - a_{dk}) x_d
\]

Notice that eq. (32) is similar to eq. (4). Therefore we can use eq. (7), (21) and (26) to estimate the distribution of \( L_{ik} \) by simply substituting \( a_{Rd} \) with \( (a_{di} - a_{dk}) \).

Figure 1 shows how we can calculate \( p_{ijkl} \) from the distribution of \( L_{ik} \):

\[
p_{ijkl} = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{L_{ik} - \mu_{ijkl}}{\sigma_{ijkl} \sqrt{2}} \right) \right]
\]

where \( \mu_{ijkl} \) and \( \sigma_{ijkl} \) are the mean and variance estimates for \( L_{ik} \) given class \( j \). Finally, we can calculate the overall error estimate of the classifier and use it as a dissimilarity measure for feature selection:

\[
\epsilon = 1 - \frac{\sum_{i=1}^C p_{ij} p_i}{\sum_{i=1}^C \sum_{j=1}^C p_{ij} p_j}
\]

4 RESULTS

In this section we will investigate the validity of the various approaches derived above with a simulated problem consisting of two multinomial classes with Bernoulli probabilities, as shown in figure 2.

These two classes are generated over a feature space of 500 dimensions and all tests are done both empirically and with the theoretical model given
The empirical distributions are calculated by generating 10000 multinomial samples of each class and drawing a histogram for all the likelihood functions. The error analysis is done by simply testing the error rate of the 10000 samples of each class. All tests are done with a Bernoulli count \( m = 10 \).

4.1 Probability distributions of Likelihood functions

In this section the theoretical distributions of two likelihood functions will be compared to the empirical histograms. The main reason for doing so is to illustrate the fact that the likelihood functions are indeed approximately Gaussian.

Figure 3 shows the empirical and theoretical distributions given by \( p(L_i(z|c_1)|c_2) \) and \( p(L_i(z|c_2)|c_1) \), where \( c_1 \) and \( c_2 \) are classes one and two shown in figure 2. Also, for this test, only the first 200 features are used and \( m = 10 \). Therefore, these are the distributions of the likelihood functions for \( c_1 \) and \( c_2 \), while the true class generator of the input vector is \( c_1 \). It is expected that \( p(L_i(z|c_1)|c_2) \) tends to higher likelihood values than \( p(L_i(z|c_2)|c_1) \) since the true vector is from class \( c_1 \).

It should be noted that only the first 150 features are useful for classification, since classes one and two are identically distributed from features 150 and onwards.

4.2 Error analysis

In this section, the empirical error rate (10000 test samples per class are used) of the naïve Bayes classifier will be compared with the theoretical error rate predicted earlier. For all the tests, we will use the two classes described in figure 2 with \( m = 10 \). We will assume equal priors for both classes.

4.2.1 Effects of feature addition on likelihood means

Figure 4 shows the predicted likelihood mean values of \( L_{12} \) for input vectors from classes \( c_1 \) and \( c_2 \) when features are incrementally added into the analysis (see eq. (32) and (33)). Notice that \( L_{12} \) is symmetric to \( L_{21} \) in eq. (32) and therefore we only consider \( L_{12} \) and not \( L_{21} \). Also notice that the mean value of \( L_{12} \) does not change after feature 150. Since the two classes are identical afterwards, even though classes one and two have a dense probability space between features 200 and 300 (see figure 2).

4.2.2 Effects of feature addition on likelihood variance

Figures 5 and 6 show the predicted likelihood variances for \( L_{12} \) given input vectors from classes \( c_1 \) and \( c_2 \) respectively. Notice again, that features 150 to 500 have very little influence on the variances since the two classes are distributed identically on these features.

One deduction that might be surprising from figure 5 is that the variance starts decreasing when adding features beyond about 100. This is understandable, since the cross-correlations between different features are negative (refer to eq. (10)).
4.2.3 Effects of feature addition on classification error rate

Now we investigate the effect that feature selection has on the dissimilarity measure and error estimate $\epsilon$ (see eq. (34)). Figure 7 shows the empirical error rate (on a test set of 10000 samples per class) and the estimated error rate, while incrementally adding features.

In figure 7, the estimated error rate has the correct overall shape, but is proportionally less accurate when a large number of features are employed. This is a consequence of our assumption that all distributions are Gaussian. In fact, the distributions are somewhat skewed, especially for small values of $m$. The normal assumption is consequently less accurate for small error rates. Even though $\epsilon$ is a rather inaccurate estimate for the true error rate, it can still be used as a good dissimilarity measure for feature selection.

5 CONCLUSIONS

We have found that by using the Gaussian probability distribution approximations we can get a useful error estimate for feature selection in naive Bayesian classifiers. Even though the error estimate is somewhat inaccurate for low error rates, it still serves as a good dissimilarity measure between the different class distributions. The strong point of the analysis above is that the mean and variance of all the likelihood distributions are calculated accurately, independently of the final distribution. The only assumptions made on the distributions are that they are composed as a sum of multinomial variables.

Usually, the likelihood distributions become Gaussian (and therefore provide accurate error analysis) when many Bernoulli trials are taken (high value for $m$), the dimensionality is high (many features included in the analysis) and the total frequency count on the used feature space isn’t too low.

Unfortunately, for applications such as Text-based language identification, we cannot assume perfect Gaussian distributions. For example, we would like to use small values for $m$. In this paper we used $m = 10$ and the effect of this can be seen by observing skewed Gaussian curves that would typically result in poor error estimates for low error rates (since the tail of the distribution is somewhat inaccurate). Future research will investigate whether more accurate estimates can be derived by correcting for this deviation from normality.

In the analysis given above, all the feature probabilities were assumed to be fixed. In real life ap-
lications, these probabilities have to be estimated from training data and are therefore random variables themselves. To model this fact, one could follow a Bayesian approach and take expectations over the distributions of the Bernoulli probabilities. However, for low dimensional spaces one would expect the probability estimates on training samples to be accurate and therefore the Bayesian approach is expected to provide little benefit. On the other hand, when the problem expands into extremely high dimensional spaces the feature probability estimates become inaccurate. Even though these estimates are inaccurate, the distributions of different classes might become more mutually exclusive. The naive Bayesian classifier that is trained on the inaccurate probabilities might still perform very well (and often much better than a lower dimensional classifier on the same problem). For example, in Text-based language identification, we can increase the performance by increasing the dimensionality of the problem (increasing n for the n-gram), even though the feature probability estimates become inaccurate. Hence, the full Bayesian analysis may be important in practice. A particular issue that will be addressed by such an analysis is the proper treatment of observations that occur in the test set, but not the training set. Eq. (4) would assign negative infinity to the log likelihood function, which is not a good choice in many practical situations. The theoretical basis developed in this paper will help us choose more suitable values for this penalty.

We also intend to use this analysis to gain a more intuitive understanding on the contribution of individual features, and to apply that understanding to improve the performance of our language-identification system.
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